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Rancher Labs 产品

A simplified Linux 
distribution built from 

containers, for 
containers

An open-source 
software platform for 
managing containers

An open source 
project for 

microservices-based 
distributed block 

storage
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§ Rancher OS GA – April 12, 2017
• RancherOS 1.0 is now generally available
• A simplified Linux distribution built from containers, for containers

§ Project Longhorn – April 17, 2018 at 8AM PDT  
• New open source project 
• A new way to build distributed block storage in cloud and container-based 

deployments
§ Rancher Labs Partners with Docker - April 18, 2017 at 6AM PDT  

• Obtain official support from Rancher Labs for Docker Enterprise Edition
• Docker Enterprise Edition embedded into Rancher platform 
• Easily deploy Docker Enterprise Edition clusters using Rancher

近期更新
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关于DockerCon

https://github.com/moby/moby/pull/32691
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对于Rancher用户的影响
http://rancher.com/rancher-moby-project/
https://github.com/rancher/rancher/issues/8541
Moby = open source development
Docker CE = free product release based on Moby
Docker EE = commercial product release based on Docker CE
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Rancher 架构概览
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• Templating support for catalog templates
• API interceptor
• More network policies
• More webhook drivers
• Restrict container scheduling to specific hosts
• Metadata service phase 1 improvements
• Swarm uses Portainer.io as the default UI
• Flat and Calico Network

Rancher 1.5 特性概览
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Catalog Template
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API Interceptor
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client server
transparent-
proxy

Prefilter:
Path:	/xxxx/aaaa/bbb
Endpoint:	
http://ip:port/xxx
….
….

cattle	api extension

Http:200
Go	on

Http	not	ok

API Interceptor
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Restrict container scheduling to specific hosts



12

Metadata Improvement

1.	Generate	basic	set	of	data	only	on	cattle	side	(list	
of	containers,	hosts,	services,	etc).	All	versions	
generation	should	be	done	on	the	rancher-metadata	
microservice	side.	

2.	Stream	json	payload	to	the	microservice	instead	of	
generating	yml	

3.	Cache	data	on	cattle	side	to	minimize	number	of	
DB	queries
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Webhook-upgrade a service
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Webhook-scale hosts
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Rancher k8s improve
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Upgrade manager
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Evacuate Containers

1. deactivate	the	host
2. delete	all	non-infrastructure	
containers	running	on	it.



18

Network enhancement

CNI网络
• IPsec
• Vxlan
• 扁平网络
• Calico
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Flat Network
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Roadmap Q2

• Scale and performance improvements
• Metadata Service Phase 2 improvements – Goal is to improve container 

scheduling and processing of changes to any resources in Rancher.  
Phase 1 completed in 1.5. 
o Further reduce the metadata footprint being distributed to MD service
o Only push data to a single MD “master” service

• UI v2
• Improved UX – more simplified container and host management
• Performance and scale improvements to host management screens.
• More to come…



21

Roadmap Q2

• Kubernetes Enhancements
• Production grade ectd management – includes monitoring, recovery, 

backup, and restoration of ectd during loss of quorum
• Better integration with authentication and authorization
• Better integration with network and policies
• General “operations” improvements (upgrades, monitoring, logging…)

• RBAC Phase 1
• Shared hosts within an environment

o Each user can manage their own stacks/services/containers and still use 
hosts within same environment

• Add new static roles that match this capability



22

Roadmap Q2

• RBAC Phase 2
• Dynamic creation of roles at API + object level

• Rancher Server Federation
• Single controller plane for multiple Rancher server clusters
• Allow network to span across environments across Rancher server 

clusters
• Ubernetes support

• Allows Kubernetes server cluster federation across multiple environment
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