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Overview of Ceph Block Interface

QEMU RBDNBD
LIO 
LUN

TCMU 
LUN

librbd librbd librbdkrbd krbd

Stabler and better Performance

Linux Linux/Unix/Windows/Xen/VMware/Hyperv



Ceph RBD iSCSI Options

LIO TCMU SCST TGT

Developers SUSE Redhat, 
China 
Mobile, IBM

N/A None

Mainline Kernel No* Yes No None

SDS Backend Ceph Ceph, 
GlusterFS
qcow ...

N/A Sheepdog,
Ceph, 
GlusterFS

Advanced 
Features

MP/CHA
P/iSER

MP/CHAP/AL
UA/iSER/VAA
I/ODX

N/A None

GA ready Yes End of 
2017

N/A No

* LIO is in the mainline while Suse’s improvements on krbd are not yet.



Why China Mobile need iSCSI solution

• Legancy applications on IP/FC-SAN, VMware (70%+), Hyperv, Xen...

• Advanced features:

• Multipath & load balance (Active/Active)

• VMware VAAI (vStorage APIs for Array Integration)

• Windows ODX (Offloaded Data Transfer)

Our contributions:

1.TCMU Ceph engine

2.Ceph side VAAI native support

3.Industrial logger & configuration framework

4.VMware VAAI feature

5.Windows ODX feature

6.Multipath enhancement

7.Kernel module ring buffer scalability

8.Tons of bug fixes and code refactor…
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Linux IO(LIO) ?

LIO(Linux IO) is an implementation of SCSI target.





TCM, TCMU ?

TCM is another name for LIO, TCMU is the TCM in Userspace.





Why Passthrough to Userspace?

Qemu is in userspace and is capable of accessing storage locally 
and remotely using various protocol drivers. 

Librbd in userspace is the latest and more active than krbd.ko

Enables wider variety of backstores without kernel code



Passthrough what ?

Only SCSI commands with their Datas, not Iscsi commands.



Why not Iscsi directly ?

That will like what the stgt does, and then we couldn't take 
advantage of the LIO's mess features.





Why not STGT ?

Time has proved that STGT is too weak to satisfy modern storage 
requirements. 

Now it is obsolete and has been removed from the mainline kernel.



Then why not SCST ?

Thought SCST is far more mature as a general purpose target, it 
was abandoned by James, the SCSI maintainer.

“This isn't a democracy ... it's about choosing the most community oriented 
code base so that it's easily maintainable and easy to add feature requests 
and improvements as and when they come along. ”

“In the past six months, LIO has made genuine efforts to clean up its act, 
streamline its code and support the other community projects that would 
need to go above and around it.  You seem to have spent a lot of the 
intervening time arguing with the sysfs maintainer about why you're right 
and he's wrong.”



How to Passthrough to Userspace?

TCMU utilizes the traditional UIO subsystem, which is designed to 

allow device driver development in userspace





What's UIO ?

The Userspace I/O, which allows to implement the device driver in 

userspace.  





struct uio_info {}



mmap(/dev/uioX)  what?

addr = /sys/class/uio/uio0/maps/map0/addr

size = /sys/class/uio/uio0/maps/map0/size

off = /sys/class/uio/uio0/maps/map0/offset

Here mmap(addr, size, ..., off) will map the TCMU shared ring buffer 

from kernel to userspace.



TCMU Ring Buffer ?

mailbox

cmd area(bitmap)

data area(bitmap --> dynamic)



The total size of the ring buffer is fixed to: 

(256+16) * 4096 = 1M + 64K

sizeof(Mailbox + CMD Ring) = 64K

sizeof( Data Area) = 1M

Old Ring Buffer ?



New Ring Buffer ?

The total size of the ring buffer is 

variable from to:  

8M ~ 8M + 256K * PAGE_SIZE

sizeof(Mailbox + CMD Ring) = 8M

sizeof( Data Area) = 256K * PAGE_SIZE



CMD & Data Area Improvement ?



CMD Area  TODO?

The CMD Area size is FIXED to 8MB for now, and needs one way to 

support dynamic grow/shrink like the DATA Area does.



IRQ emulate: read/write(/dev/uioX) ?

1, read() will be blocked until there has new SCSI cmds come, then 

the consumer will continue to read cmds from ring buffer.

2, each ucmd->done will update the results of the cmd to ring buffer.

3,write() will only used to tell the TCMU that some SCSI cmds have 

been handled done(success or fail)



To Whom?

Tcmu-runner actually is another small SCSI target in userspace, 

very similar to TCM in kernel space.

Tcmu-runner utilizes the TCMU framework handling the messy 

details of the TCMU interface 





What tcmu-runner will do ? 

Reads SCSI commands from mmaped TCMU Ring Buffer

Handles SCSI commands to specified handlers, such as rbd/glfs...

Update the results to the TCMU Ring Buffer
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Logger system 



Dynamic config system



VMWare VAAI XCOPY primitive support



VMWare VAAI ATS primitive support



VMWare VAAI UNMAP primitive support



VMWare VAAI ZERO primitive support



Tcmu-runner daemon dynamic upgrade 

Restart the tcmu-runner.service without 

interrupting the service



Failover and Failback & ALUA support

For now only Implicit transition support 



qemu-tcmu handler ?

The third version patch set will be done soon by @Yaowei Bai.





Target config tools 

targetcli

ceph iscsi gateway tools 





targetcli 





ceph iscsi gateway supports





THANKS


