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Intel and Wind River are releasing the source 

code for Titanium Cloud Release 5 as the initial 

“seed” code for StarlingX as a new project in the 

Open Stack Foundation Edge Interest Group 
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Wind River® Titanium Cloud Addresses Key Challenges 
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•Proven, Integrated virtualization platform saves Time-To-Market 

•Delivered latency, resiliency and performance for Edge use cases 

•Streamlined installation, commissioning and maintenance  

•End-to-End security and Ultra-low latency for Edge applications 

•100% compatible with open industry and de facto standards  

•Full support for multi-layer HW and SW decoupling 
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Fully Scalable System-Level Architecture  



Titanium Cloud Components  



Wind River® Titanium CLOUD Contributed Projects  

Service  
Management 

• Titanium Cloud SM + REST API  

• Process Monitoring 

• Standalone Titanium Cloud FM 
including Horizon Extensions 

• S/W Repository Management  

• S/W Patching  

• S/W Upgrade 

• Backup and Restore 

• Bare metal install and node 
management  

• H/W maintenance 

• VIM  

• VIM helper components: nova-api 
proxy, guest API infrastructure  

• System Configuration frontend 

• System Configuration backend 

• Hieradata management  

• Manifest apply  
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StarlingX Code Repo 
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Titanium Proprietary 

Open source with minor modifications 

Open source with major extensions/modifications 

Open source no changes 
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Proposed Q4’18 Release Architecture – Container Support 

CentOS 

Ceph 

System Management 

System Invent. 

mtce 

NFV-VIM 

K8s/Docker 
Patching 

Upgrades 

Helm 

Keystone 

Fault 
Mgmt 

Containerized  

Apps   

VM VM VM 

Containerized 
Titanium Cloud OpenStack*   
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New StarlingX component 

OpenStack* with Wind River Titanium Cloud patches   

Applications  

Current open source component 

Commercial Wind River® Titanium 
Cloud component (open sourced in 
StarlingX*) 
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Components Description 
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• Combining OpenStack* with components from Wind 
River® Titanium Cloud with new extensions to 
support k8s with Docker* runtime 

• Keystone runs as a shared service on the platform 
with Ceph for persistent storage 

• Kubernetes* applications deployed by Helm 
• OpenStack is containerized 
• Calico used for container networking backend 

• Retains Wind River Titanium Cloud installation 
mechanism for bare metal installation 

• Deployment for Intel seed will use Puppet for bare 
metal and Helm for OpenStack and Containerized 
Apps 

• Lifecycle for Intel seed will use existing Wind River 
Titanium Cloud services for bare metal and K8s for 
remaining 
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JOIN THE COMMUNITY 
 
Start Here! 
• http://www.starlingx.io/ 
 

Check us out on GitHub* and OpenStack *!  
• https://git.openstack.org/cgit/openstack/stx 
• https://review.openstack.org/#/admin/projects/?filter=stx 
• https://github.com/starlingx-staging 
 

Join the conversation! 
• Mailing Lists: lists.starlingx.io 
• Freenode IRC: #starlingx 
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Intel technologies’ features and benefits depend on system configuration and may require 
enabled hardware, software or service activation. Learn more at intel.com, or from the OEM or 
retailer. 
 
No computer system can be absolutely secure.  
 
Tests document performance of components on a particular test, in specific systems. 
Differences in hardware, software, or configuration will affect actual performance. Consult other 
sources of information to evaluate performance as you consider your purchase.  For more 
complete information about performance and benchmark results, visit 
http://www.intel.com/performance.  
 
Intel, the Intel logo and Intel Rack Scale Architecture are trademarks of Intel Corporation in the 
U.S. and/or other countries. *Other names and brands may be claimed as the property of others.  
 
©  2016 Intel Corporation.  

Legal notices and disclaimers 



Thank you 


