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Prometheus + Kubernetes

● A time series based monitoring system.

● Borgmon for mere mortals.

● Seamless integration with kubernetes at 

infrastructure and app level.

● Key - value data model with powerful 

PromQL.

● Emerging open source community.



Prometheus 2.0 - deal with dynamic nature

● Storage engine redesign & reimplementation

○ Save more CPU, RAM & IOPS

○ Scale to far high number of time series

○ Better performance in face of pod churn

● Improved staleness semantic



Prometheus at scale

● In the old days…

○ one or more prometheus per cluster

○ hashmod sharding
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Prometheus at scale

● In the old days…

○ one or more prometheus per cluster

○ hashmod sharding
Almost works...
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Prometheus at scale

● Did we achieve our SLO goal this quarter?

● Is our network bandwidth saturated this year?

● What is the resource usage for our server farm across the years?



Prometheus at scale

● Did we achieve our SLO goal this quarter?

● Is our network bandwidth saturated this year?

● What is the resource usage for our server farm across the years?

Need For More Retention!



Prometheus at scale

● Prometheus is by design NOT a persistent store.

● Have to live with all those DBs...

Prometheus Adapter Remote
Storage

Local disk

Generic read/write 
protocol

Custom protocol



Prometheus at scale

● Prometheus is by design NOT a persistent store.

● Have to live with all those DBs...

Prometheus Adapter Remote
Storage

Local disk

Generic read/write 
protocol

Custom protocol

Performance and reliability aside,
more things to maintain.
Bad news for the ops…  :(



What is missing?

Global View



Global View
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Old-schooled federation
● “Slave” prometheis collecting 

metrics for one cluster.
● Top level prometheus scraping from 

slaves.
● Top level prometheus as a query 

entry point.

What’s wrong?
● SPOF
● Have to configure for each and 

every prometheus instance.
● Top level prometheus only scrape 

part of the data



High Availability

● Too critical, should be the last one standing…

● But there are...

○ hardware failures

○ software failures

○ Maintenance and upgrades



High Availability

● In the old days...

○ Adding more independent replicas
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High Availability

● In the old days...

○ Adding more independent replicas
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Which one to query?

How to do the switching when 
one of the replicas went down?



Recap

● Global view

● High availability

● Scaling
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Thanos

● Global view

● High availability

● Scaling

https://github.com/improbable-eng/thanos



Big picture



Global view - Sidecar

● Deployed along with each prometheus

● Serves prometheus data through gRPC-based 

thanos store API

       Prometheus                        Sidecar

gRPC Store API

Targets



Global view - Querier

● Stateless, horizontally scalable.

● Fan out queries to all sidecars and stores. Merge 

and deduplicate query results.

● Global view + HA



Unlimited Retention

● Prometheus packs data points for two hours into a 

block file.

● Sidecar uploads newly created block file to object 

store.



Retrieval from object storage 

● Backing up is easy, how about retrieval?

● Thanos store as a data retrieval proxy.

● Implements store api as well.

● Pulling from object storage is expensive, caching 

is necessary.



Deploy on kubernetes - Prom + Sidecar 

● https://github.com/improbable-eng/thanos/tree/master/

kube/manifests

● Run as statefulset in a kubernetes cluster.

● Sidecar and prometheus run as two separate 

containers in the same pod.

● Sidecar exposes 10900 for gossip between thanos 

components

https://github.com/improbable-eng/thanos/tree/master/kube/manifests
https://github.com/improbable-eng/thanos/tree/master/kube/manifests


Deploy on kubernetes - Querier 

● Run as deployment in a kubernetes cluster.

● Stateless, scale as you like.

● Exposes 9090 for prometheus-like queries.

● Exposes 10900 for gossip between thanos 

components as well.



Deploy on kubernetes - Gossip Cluster 

● Kubernetes headless service which resolves 

to all the thanos query, sidecar and store 

pod IPs in the cluster.



Voila!



Monitoring your service mesh



Monitoring your service mesh - istio

● https://www.katacoda.com/courses/istio

/deploy-istio-on-kubernetes

● Mixer, pilot and envoy exposes 

prometheus metrics by default.

● Configure prometheus to collect data 

from istio components.

● Deploy example bookinfo app using 

istio.

https://www.katacoda.com/courses/istio/deploy-istio-on-kubernetes
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Build monitoring dashboard - Grafana
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Build monitoring dashboard - Grafana



Thank you!


