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Forward-Looking Statements

During the course of this presentation, we may make forward-looking statements regarding future events or
the expected performance of the company. We caution you that such statements reflect our current
expectations and estimates based on factors currently known to us and that actual events or results could
differ materially. For important factors that may cause actual results to differ from those contained in our
forward-looking statements, please review our filings with the SEC.

The forward-looking statements made in this presentation are being made as of the time and date of its live
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate
information. We do not assume any obligation to update any forward-looking statements we may make. In
addition, any information about our roadmap outlines our general product direction and is subject to change at
any time without notice. It is for informational purposes only and shall not be incorporated into any contract or
other commitment. Splunk undertakes no obligation either to develop the features or functionality described or
to include any such feature or functionality in a future release.

Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2017 Splunk Inc. All rights reserved.
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What is System Test
System Test
s testing of the software ] \xr/ﬁ ’
application as a whole to check if BEmzsEs N System Testing |
the system is complaint with the ||

user requirements | , | integration
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‘\\__’/

Coding
—— —

i S Splunk>listentoyourdata’




L]
W/
DaoCloud

T2z

System test Vs. Integration test

Both functional and non-functional Functional testing only
testing are covered
High level testing after integration low level testing after unit test
test
Black box test Both black box and white box
Test cover external interface Test only cover the inside modules
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What should be
covered in System test 7
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Types of tests to include in system testing |edit]

The following examples are different types of testing that should be considered during System testing:

o Graphical user interface testing
o Usability testing

o Software performance testing

o Compatibility testing

e Exception handling

e Load testing

What is System Testing?

o Volume testing
o Stress testing

e Security testing
o Scalability testing

THERE ARE MORE THAN 50 TYPES OF
SYSTEM TESTING.

e Sanity testing
e Smoke testing

Exploratory testing

Ad hoc testing

Regression testing

Installation testing
Maintenance testing|c/arification needed]

Recovery testing and failover testing.

Accessibility testing, including compliance with:

o Americans with Disabilities Act of 1990
e Section 508 Amendment to the Rehabilitation Act of 1973

o Web Accessibility Initiative (WAI) of the World Wide Web Consortium (W3C)
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But ...
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It Depends ...
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Product design and architecture
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Resource and Schedule

Schedule
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S0, design your test
according to requirements,
and risk-driven

Splunk listen to your data



What is Splunk

. ( . ( Data ( Security [ Business ]
In simple words {j \ =N H Analysts \ E2thine data /logs

ed to search,
, and report on
structure from

It's a powerful s
investigate, trouk Splunk>
everything that's
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Custom

Smartphones  Web Wire
Securtty Applications

and Devices Services Data

Any Machine Data

Networks Databases Servers
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Splunk Architecture

» Distributed system
» High scalability
» Various interface to get data in

» Various Deployment
* Cloud
* On-Prem

» Release schedule: 3 months
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[ Splunk CLI ] [Splunk Web Interface] [ Other interfaces ]

I

Splunk > Engine
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Alerting ][ Reporting ][ Knowledge
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Search | Search C)\ ][ Search
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Data Routing, Cloning, and Load Balancing @ ] Qoz%O_)

Monitor Files Dé ][ Detect File Changes

|

Listen to
Network Ports

E

][ Run Scripts
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System Test in Splunk

» User scenario Test

» Large-scale Test

» Reliability Test

» Scalability Test

» Stability Test

» Migration Test

» Interoperability Test
» Ad-hoc Test

» Framework development
» Tools development
» Customer case RCA

» Team setup 2 years ago
» 6 full-time employee
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System Test in Splunk

User scenario Test — more like an integration test

* complex topology
* Complex configuration
* Certain volume of data

CHECK
POINT

v" Functionality is correct
v Performance is acceptable
v No crash or other fatal errors

L--'?earch
ead
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System Test in Splunk

Large scale Test — Simulate large scale Customer scenario

Deploy the product in large scale

Manipulate the product with complex configuration and data model
Populate data to the deployment with heavy load (26 TB/7 days, 100+ scheduled search)
Monitor the system in longevity scenario

CHECK
POINT

v" No System crash and Fatal error

v Resource usage under defined criteria

v" Indexing rate 10% stable around the defined criteria
v Search metrics meet defined criteria

Splunk > listen to your data
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System Test in Splunk

Large-scale Test

Environment ) , ,
complexity Data complexity Behavior complexity
-Topology -Load -Schedule
_Configuration -Diversity -Load d_|str|b_ut|on
-Pattern -User diversity
-User access interface
diversity
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System Test in Splunk

Reliability Test — Explore the product with various configurations
v Configuration is infinite, but the test need to be limited

v Grouping the configurations into reasonable combinations and iterate them

v Light environment switch overhead

| Templates Remote
Remote ey | oot
L hosts o l _ Ti

clean_env generate_template generate_template generate_template apply_template

p J : Template v
LV Temp conf files ANSIBLE ] snapshot

mongoDB
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System Test in Splunk

Reliability Test

CHECK
POINT

v No crash after environment switch

v Splunk Server is in health state

v No error in splunk logs

v' Abnormal detect for snapshots (measure by distance with K-means)

e Splunk>listen to your data’
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System Test in Splunk
Stability Test — Evaluate product with limited resource or quota

Fault Injection

v' CPU/Memory/Disk/Network
v' Server down

v" Incorrect configuration

Stability Tests Fault lists Test with fault T

Infurstrature

Checkpoint
v" No crash and fatal error
G v Functionality could be recovered

Unstable state
Common error

Instrumention Service

Fault injection Monitor
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System Test in Splunk

Scalability Test — dynamic scale the product

v Scale up and Scale down

v Clean scale and dirty scale

v Concentrate on functional scalability
Instead Of pe rformance Search head Search head Search head

CHECK Search head Cluster
POINT

v Functionality is correct after scaling m m m
v Scaling timing is acceptable

v No crash and fatal error

v Resource usage is acceptable

N
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Search head

Search head

Indexer

Indexer
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System Test in Splunk

Migration test — evaluate product with migration

Upgrade (Online/Offline)
Data migration
Partial deployment migration

Upgrade in large volume environment

Lp

GRADE

CHECK
POINT

Functionality is correct after upgrading
v" No regression for legacy feature

v New feature is applied

No crash and fatal error

No error imported after upgrading
System in health state

Upgrade timing is acceptable
Performance KPI is met

Splunk > listen to your data



System Test in Splunk

Interoperability Test Check point
v Cross-version interoperability v Compatibility is guaranteed as design

v' Cross-deployment interoperability v" Functionality is correct in hybrid
deployment (cloud + on prem)
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System Test in Splunk

v To explore new features
v Exploratory test

Ad-hoc test

Analysis

Learn

Exploratory
Testing

Test
Execution

1 -
N’ | [T
DaoCloud

Test
Design
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Test Framework

v’ Difference with Unit test and Feature test , there’s no unified
system test framework as it is various from product and test
design

v System test framework is not only to manage tests but also need
to manage the corresponding tools and services

Splunk > listen to your data




Test Framework

What is a good System test Framework ?

Best efforts Extensive and
for automation Configurable

Traceable
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Continous Integration
Reporting

e h e D\

Reliability test Scalability test ’ large-scale test Migration test )
Test cases Test cases Test cases Test cases

Tools and Scripts Tools and Scripts Tools and Scripts Tools and Scripts
Deployment scripts Deployment scripts Deployment scripts Deployment scripts

\\.\1 / \ /,,//

Test libarary

Environment provision
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Test Framework — V1

v’ Various test design patterns

v" Duplicated work on tools and scripts

v Duplicated resource (server, storage)

v Expensive for maintain and add new test
v Winding learning curve

Splunk listen to your data
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Test framework — an improved design

Testing
™

pytest

Test scenarios with test

cases
Test libraries

Deployment

Utils to deploy splunk
topology

Infrastructure

S e

Privision test environment

Data population

=
—
==

Ingest test data

External Service

o o ——

:;A,: Apache

3-rd party services

Logging

Reporting

Archive and parsing test

Trending test result
logs

Monitoring
—
| P

Test and product monitor

T2
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Test framework — an improved design
Test flow

Unified CI solution >

Unified reporting framework J ]

Unified test Iibrary Execution Job Cre:lltat-‘zl;'est —>» Config Testenv —» Execute Test —»  Reporting

Flexible test scenario I

design

Test cases

Test related services could
be dynamically imported
from Service store Amazon EC2 Test library

W
pytest

Services
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How we build the Service Store?

Requirement

v Serve both automation and ad-hoc test
v Dynamic import

v Asynchronous invocation

v Traceable

v Extensive and configurable

v Easy to scale

v Low Cost for operation

Splunk > listen to your data’



How we build the Service Store?

Octopus House
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Octopus House Architecture

Service A
binding request

Service B
binding request

Service X
binding request

docker

@lask

-

o .uu
apho gmazon

I webservices

docker image store

rf.: vmware
vSphere

Container_Service A
kafka producer
splunk producer

J

[

Container_Service B
kafka producer
splunk producer

J

[

Container_Service X
kafka producer
splunk producer

]

ECS
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DaoCloud
Service A monitor Service A monitor Service A monitor
kafka consumer kafka consumer ~  "®eees kafka consumer

Web Server (Monitor gateway)
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Octopus House === ==
Service call (register/get status/terminate)
Collection:
Session

Key C om pO nen tS Octopus AP router I Web/API Auth '—— session_info

_f_ service status
service request J-l router l_
/ Interfa Ce route table

/ AP I RO ute r create/terminate service

service_info
v" Service Factory ——¥ ‘
ctopus service factory
/ M aste r a n d Wo rke r I Master }—— insert Job Kafka MQ >

4 SerVICG RepOSItOFy take job=—=— Job || Job || Jobo |
v Meta-data DB [][][][]:_f

v’ Message queue | spunksener
‘/ S pl U n k Se rve r create container Service ops (create/status/terminate)

C Marathon/Mesos )

Docker
imgages of
services

Collection:
Service
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Now, when adding a new test scenario in
system test ...

v' Concentrate the test flow and case design
v' Make the design comply with the framework pattern
v Plugin the services according to your test requirements

LGEWHH
Strategy
Plan

‘ Tools
Plan

Test Report
Defect Tracking
Defect Analysis
Report

Test cases

Scripts
Scenarios
Environment

Execution
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How to triage in System level test

Report Log Monitor Trending
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Triage from Test report

Get your data in and Splunk it !

Build_No Commit ID (SHA hash) vs. Build_No vs. Commit ID (SHA hash)
153 (2017-07-17) Qv 627d498ab090 152(2017-07-16) Q| 627d498ab090
Total tests Pass rate Total failures Root-Trigger job time Total tests Pass rate Total failures Root-Trigger job time
2166 70.82% 626 1h25m 2167 66.36% 723 1Th50m
Product bug failures Setup failures Start/Restart failures  Connection failures Test failures Product bug failures Setup failures Start/Restart failures  Connection failures Test failures
0 420 0 0 206 0 423 0 0 300
Test failures of Build_No: 153 (2017-07-17) | Full Report Merge? | Statistics charts
J ¢ | RS | Feature Failed Triaging ¢ | Untriaged ¢ | Failure type Failed cases in feature [platform.restapi.distsearch] caused by [*]
;[ platform.restapi.standalone.suite_infra 204(-1) 0 204  Failed
RestException
assert Last 14 days v
([0 platform.restapi.distsearch 2(-7) 0 2 KeyError
assert feature errorinfo cases
G O platform.restapi.deploymentserver 0¢1) 0 0 platform.restapi.distsearch  KeyError test_dist_search.TestDistSearch.test_force_bundle_replication........30.68s
;[ platform.restapi.forwarding.suite_common 0(-8) 0 0 platform.restapi.distsearch  assert test_dist_search.TestDistSearch.test_successful_search_without_warning.
s [ platform.restapi.indexcluster.multisite 0(-30) 0 0
¢ [0 platform.restapi.shc 0(-2) 0 0
i [ platform.restapi.standalone.suite_input 0(-13) 0 0
¢; [ platform.restapi.standalone.suite_knowledge 0(-31) 0 0
;[  platform.restapi.standalone.suite_search 0(-1) 0 0
0 206
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Triage from Test report

Get your data in and Spl

unk it

T i
Test status trending - Overall {r1 .
classname: test_shc.Test_mig_shc
Linux Windows duration: 30.751703
errordetails: AuthenticationError: Login failed... response status: 401 content: <?xml version="1.0" encoding="UTF
200 200 <messages> <msg type="WARN">Login failed</msg> </messages> </response>
errorstacktrace: self = <migration.suite_migration.test_shc.Test_mig shc object at 0x3374350>
splunk_shcshs = [<helmut.splunk.ssh.SSHSplunk object at 0x390de10>, <helmut.splunk.ssh.SSHSplunk object at 0x3980610>,
150 <helmut.splunk.ssh.SSHSplunk object at Ox41fe790>, <helmut.splunk.ssh.SSHSplunk object at 0x32be2d0>]
hosts_dic = {'ID': '662413ee-66a1-11e7-8f69-12e8484e5840", 'SHC_Pass4SymmKey': 'passd’, 'SHC_replication_factor': '3
'build_number_after_upgrade': '60blee5e6074', ...}
100
4 skip I skip @pytest.mark.migration_verify
I FAILL I FAIL @SplunkTest(priority=TestPriority.p1)
50 def test_shcartirep_verify(self, splunk_shcshs, hosts_dic):
# verify the artifact replication status
newuser = 'test_shcartirep'
build_number build_number newpwd = 'password’
savedsearchname = 'test_shcartirep’
onesh = splunk_shcshs[0]
Top failed cases Windows cluster_helper.wait_shc_status_ready(splunk_shcshs)
cp_status = cluster_helper.get_shcluster_status(onesh, type='captain')
Linux (R - count ¢ cp_label = cp_status['label’]
\oting Teot i cloat . unde smecilile ver ) captain = splunk_shcshs[self.sh_index_list.index(cp_label)]
estoased - coumt s test.clustring Test_mig_clustrng test_clusterapplybundie_specialfle_verify restconn = captain.create_logged_in_connector (contype=Connector .REST,
" . test_clustring Test_mig_ erify 2 username=newuser
test_she. Test_mig_shtest_sheartirep.verify 2 -
test_framework Test_mig_framework.test_monitorZip_verify 2 > password=newpwd)
test_shc. Test_mig_shc.test_shcsearchshare_verify 2
X § test_shc.Test_mig_shc.test_shcdeployeruser.verify 2 test_shc.py:611:
test_auth. Test_mig_auth.test_mig_sso_setup 1 -
. - " test_framework Test_mig. mig. arding_disable_verify 1
test_auth. Test_mig_auth.test_mig_sso_verify 1 = lv1rtl11blpython2 7/site-packages/helmut/splunk/base.py:22
test_framework Test_mig. g tup 1 test_shc.Test_mig_shc.test. anymember_verify 1 conn. login()
. test_she.Test_mig_shc.test_shecaptaintransfer_verify L 1
test_framework Test_mig mig_proxyserver_setup 1
test_indexing.Test_mig_indexing test_nonrepudiation_bucketvali_setup Y o G A R T ET ! self = <helmut.connector.rest.RESTConnector object at 0x4570610>
il
test_indexing Test_mig_i bucketvali_verifyladd_contents_|1hash hof G exi-ehe-Testmig.shotest shosearchshare.verty 1
journal slice# 1 did not match the expected value in ] la & i © amape
test_indexing.Test_mig. bucketvali, I1hashes_file-Integrity check error 1
for bucket with path]
test_indexing.Test_mig. genhashcli_setup 1
test_indexing Test_mig_indexing test_nonrepudiation_genhashcli_verify[CLI_generate_hash_by_bucketpath] 1
test_indexing.Test_mig_indexing test_nonrepudiation_genhashcli_verify[CLI_generate._hash_by_index] 1
test_kvstore. Test_mig_kvstore.test_kvstore_setup 1
1 %
1,6
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Abnormal trending detection

ERRORS/WARNINGS in migration og

log ERRORS trending over tests

log ERRORs trending per stage:

—
ERRORs by logname (source) )

ERRORS by components. ERRORS components st

—_—— e
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Logging Translation and Correlation

07-19-2017 10:05:29.655 +0800 INFO

DatabaseDirectoryManager - idx=_audit Writing a bucket manifest in hotWarmPath="'/usr/local/splunk/var/lib/splunk/audit/db', pendingBucketUpdates=0 . Reason='Buckets wq

re rebuilt or tsidx-minified (bucket_count=1)."

07-19-2017 10:05:29.655 +0800 INFO
07-19-2017 10:05:29.656 +0800 INFO

DatabaseDirectoryManager -
DatabaseDirectoryManager -

Finished writing bucket manifest in hotWarmPath=/usr/local/splunk/var/lib/splunk/audit/db
idx=_introspection Writing a bucket manifest in hotWarmPath="'/usr/local/splunk/var/1ib/splunk/_introspection/db', pendingBucketUpdates=0 .

eason="Buckets were rebuilt or tsidx-minified (bucket_count=1)."'

07-19-2017 10:05:29.656 +0800 INFO
07-19-2017 10:05:29.657 +0800 INFO

DatabaseDirectoryManager -
DatabaseDirectoryManager -

Finished writing bucket manifest in hotWarmPath=/usr/local/splunk/var/1ib/splunk/_introspection/db

idx=main Writing a bucket manifest in hotWarmPath='/usr/local/splunk/var/1ib/splunk/defaultdb/db', pendingBucketUpdates=0 . Reason='Buckets

were rebuilt or tsidx-minified (bucket_count=1)."'

07-19-2017 10:05:29.657 +0800 INFO
07-19-2017 10:25:40.337 +0800 WARN
07-19-2017 10:25:40.416 +0800 INFO
07-19-2017 10:25:41.316 +0800 INFO
07-20-2017 00:00:00.204 +0800 INFO
07-20-2017 00:00:00.205 +0800 INFO
07-20-2017 00:00:00.221 +0800 INFO
07-20-2017 00:00:00.222 +0800 INFO
dding bucket, bi
07-20-2017 00:00:00.223 +0800 INFO
07-20-2017 00:00:12.204 +0800 INFO
Ignore slave persisted usage.
07-20-2017 00:53:42.208 +0800 INFO
07-20-2017 02:38:50.214 +0800 WARN
07-20-2017 02:38:50.215 +0800 INFO
07-20-2017 02:38:51.215 +0800 INFO
07-20-2017 03:05:00.013 +0800 INFO
07-20-2017 06:42:54.158 +0800 WARN
ID: @, GID: @)
07-20-2017 06:42:
07-20-2017 06:42:

54.158 +0800 INFO
55.160 +0800 INFO

DatabaseDirectoryManager - Finished writing bucket manifest in hotWarmPath=/usr/local/splunk/var/1ib/splunk/defaultdb/db

TailReader - Access error while handling path: failed to open for checksum: '/usr/local/splunk/var/log/introspection/kvstore.log' (No such file or directory)
WatchedFile - Will begin reading at offset=24997366 for file='/usr/local/splunk/var/log/introspection/kvstore.log.1".

WatchedFile - File too small to check seekcrc, probably truncated. Will re-read entire file='/usr/local/splunk/var/log/introspection/kvstore.log".
LMStackMgr - should rollover=true because _lastRolloverTime=1500393600 lastRolloverDay=1500393600 snappedNow=1500480000

LMStackMgr - finished rollover, new lastRolloverTime=1500480000

IndexWriter - Creating hot bucket=hot_v1_1, idx=_telemetry, event timestamp=1500480000, reason="suitable bucket not found, number of hot buckets=0, max=3"

DatabaseDirectoryManager - idx=_telemetry Writing a bucket manifest in hotWarmPath='/usr/local/splunk/var/1ib/splunk/_telemetry/db', pendingBucketUpdates=0 . Reason="'A

telemetry~1~84E62911-3COE-4797-BFAQ-F184B47D84A1"

DatabaseDirectoryManager - Finished writing bucket manifest in hotWarmPath=/usr/local/splunk/var/1ib/splunk/_telemetry/db
LMSlaveInfo - Detected that masterTimeFromSlave(Wed Jul 19 23:59:12 2017) < lastRolloverTime(Thu Jul 20 00:00:00 2017), meaning that the master has already rolled over.|

WatchedFile - Will begin reading at offset=0 for file='/usr/local/splunk/var/log/splunk/metrics.log".

TailReader - Access error while handling path: failed to open for checksum: '/usr/local/splunk/var/log/introspection/resource_usage.log' (No such file or directory)
WatchedFile - Will begin reading at offset=24999955 for file='/usr/local/splunk/var/log/introspection/resource_usage.log.1'.

WatchedFile - Will begin reading at offset=0 for file='/usr/local/splunk/var/log/introspection/resource_usage.log'.

ExecProcessor - setting reschedule_ms=86399987, for command=python /usr/local/splunk/etc/apps/splunk_instrumentation/bin/instrumentation.py

TailReader - Insufficient permissions to read file='/usr/local/splunk/var/log/introspection/kvstore.log" (hint: No such file or directory ,

WatchedFile - Will begin reading at offset=24996420 for file='/usr/local/splunk/var/log/introspection/kvstore.log.1".

WatchedFile - File too small to check seekcrc, probably truncated. Will re-read entire file='/usr/local/splunk/var/log/introspection/kvstore.log’.
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Logging Translation and Correlation

v' Match machine logs to readable test operations
v Correlate the timing of operations and Errors (failures)
v Abstract the minimum operation sequence to reproduce the issue

operations

splunk' App: splunk_logging_book v Administrator v 1 Messages Settings v Activity v Help v Find

Search  Dashboards splunk_logging_book

H Dashboards Edit Export v

operation by time

1
© Reset Z
Ml SHC: elected as captain
0.5 SHC: init shcluster config
M add a search peer
M add monitor
M added as a search peer
I create index
M start

15:00 16:00 17:00 18:00 stop
Mon May 16
2016

_time

2016-05-13 18:20:09.394 0.29  add monitor

mmmmmmm
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Scheduler Execution Count by Instance

Health-Check and Monitoring

Get your data in
and Splunk it !

Scheduler Execution Count Across All Instances

Group by Aggregation
Instance . Total Y
25,140 2218
20,950 18515
+ 16,760 14,812
§12s70 S
8,380 © 7406
4,190 '
AN 3.703
11:00 AM 12:00 M 100 PM
Wed Jul 19 11:00 AM 12:00PM
2017 Wed ul 19
Time
— pug-amy..vol-001 PYg-amy..v0l-002  — pyg-amy..vol-003  — pyg-amy..vol-007 Time
— pvg-amy..vol-008 — Toral

Concurrency of Scheduled Reports by Instance

Aggregation

Median Y

11:00 AM
Wed Jul 19

Concurrency of Scheduled Reports Across All Instances

Aggregation

Min, Average, Median, Max | v

2
20
g1s
S 10
s
12:00 PM 1:00 PM
11:00 AM 12:00 M
Wed Jul 19
Time

1:00 PM

1:00 M

Median Load Average
Aggregation

Median v

Load Average

10:00 AM 11:00 AM
Wed Jul 19
2017

Median CPU Usage

Aggregation

Median v

splunk>  Apps v

Overview  HealthCheck Instances  Indexingv  Search v

Health Check

12:00 PM

Time

DaoCloud

1:00 PM

Q 4+ i O o2mag

Median Physical Memory Usage

Aggregation

Median

ResourceUsagev  Forwardersv  Settings v

Runa Search

Adminstr s yv  Helpv

Monitoring Console

r Instances, to this st o to: Health Check ltems 2
Group: All v App:All v 0% complete
Tags:" Category:”
Check Category Tags Results.

Event-processing issues
Expiing or expired licenses

Indexing status

License warnings and violations

Local indexing on norvindexer instances

Missing forwarders

Saturation of event-processing queues

Distributed search health assessment

Search scheduler skip ratio

Excessive physical memory usage

Integrity check of instled files

KV Store status.

Orphaned scheduled searches

Upgrade opportunity from search head pooling to search head clustering
Assessment of server ulimits

Linux kernel transparent huge pages

Near-critical disk usage

‘System hardware provisioning assessment

Data Collection
Data Indexing

Data Indexing

Data Indexing

Data Indexing

Data Indexing

Data Indexing

Data Search

Data Search

Splunk Miscellaneous
Splunk Miscellaneous
Splunk Miscellaneous
Splunk Miscellaneous
Splunk Miscellaneous
System and Environment
System and Environment
System and Environment

System and Environment

event breaking, indexing, timestamp_extraction
licensing

indexing

indexing, licensing

best_practices, forwarding, indexing
forwarding

indexing, queues

distributed_search

scheduler

resource_usage

configuration, installation

kv_store

configuration, search
best_practices, configuration
best_practices, operating_system
best._practices, operating.system
capacity,storage

best_practices, capacity, scalability
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Summary

* System test is an import stage in product test lifecycle
* The coverage in System test depends on your product architecture and resource

* Automation is an import topic in System test, and more in framework design
perspective

* Health check and monitoring is important in System test as some product
failures may not come from specific cases

* System bug is not easy to debug, and correlation of logs will help identify the
troublemaker
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