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High Bandwidth & Low Latency
eSport / adaptive streaming

6K stereo video @60fps is 20x larger than 
full HD video with an average bit rate of 
245Mbps

Edge Gaming Wireless VR/MR

~20- 30ms
20-50Mb/s

>250Mb/s
<1 sec

15-20ms
~50Mb/s->1Gb/s

Volumetric 360, 3D video 
or point cloud

Mobile Gaming

360 video 8k, 90+ fps, HDR, stereosc. 50-
200Mb/s
Plus 6DoF video or point cloud: 200Mb/s-1Gb/s

50Mb/s 
–> 1Gb/s

VR/MR Telepresence

• Tethered to PC
• aaS via GW / MEC /Cloud
• AIO (compute in HMD)

2D streaming – 16Mb/s
3D streaming -> 50-200Mb/s

16->200Mb/s

50Mb/s 
–> 1Gb/s



Telco Data Center

Round trip communication only (sub) use-cases – 
automated driving, IoT, gaming interactions

Latency = <5 
ms

Latency = <10ms Round trip computation for use cases – AR,  IoT 
(Smart grids),  Medical apps, FaaS

Latency = <40ms Round trip computation + storage for use cases – AR (relaxed),  
IoT (non-stringent),  Video analytics, FaaS (latency non-bound), 
caching and accelerated browsing

Clients Cloud / OTT

+ Flexibility / +Capacity / + Latency / - Locality

Base Station

Local CO Regional CO

- Flexibility / -Capacity / - Latency / + Locality

CORE

Fiber
CableLast mile/

access



Status of Edge Computing Development

ETSI: MEC

NGMN: MEC in 5G 

3GPP: MEC in 5G

OPENFOG

5GAA: 5G IOV

CCSA-ST8: EC for Industrial 
Internet 

OpenStack: Edge 
Working Group

Linux Foundation: 
Arraino



§ Scalability of the controller

§ Wide Area Network limitations

§ Security management

§ Maintainability

§ Fault tolerance issues

Challenges in OpenStack for Edge



§ Linux Foundation Launch Akraino
§ carrier availability and performance

§ VM and container

§ AT&T, Intel & Wind River donate seed code
§ Wind River Titanium Cloud Software

§ Network Edge Virtualization Software Development Kit

§ Expanded Industry Commitment
§ Altiostar, China Electronics Standardization Institute (CESI), China Mobile, 

China Telecom, China Unicom, Docker, Huawei, iFlyTek, Intel, New H3C 
Group, Tencent, ZTE, and 99Cloud

Akraino Edge Stack



Edge Deployment Architecture – ONAP for Service 
Orchestration 

ONAP
Multi Cloud Service

(OS and K8S support)

Edge
(With K8S  for 
both VMs and 
Containers)

Edge
(With Openstack 

VIM)

Edge (*)
(Two logical 

edges – 
Openstack for 

VMs and K8S for 
containers)

APP 
Orchestrato

r

OSS
BSS

SDNC
(Fabric 
Control)

• Support for both Openstack 
based Edges and K8S based 
Edges.

• Support for K8S based Edges 
that do both VM and Container 
VNF management

• Fabric Control to manage switch 
(Manage Stratum, dNOS based 
switches)
(*)
Two different sets of compute 
nodes – One for VMs and one for 
containers.
(TBS) – Common Ceph Cluster for 
both VMs and containers
Shared control node for both OS 
and K8S.
Openstack will see them as two 
different Edge clouds



Regional controller

ONAP & Edge Solutions – Opportunities 
(Adding support for K8S edges AND Regional Controllers)

ONAP
Multi Cloud Service

(OS and K8S support)

SDNC
(Fabric 
Control)

Openstack 
Storage 
nodesCompute 
nodes

VNF VMs

K8S master
Storage 
nodes

Minions

VNF VMs & 
Containers

Edge clouds

Openstack support and K8S 
Support

Support for regional controller
(for thin edges, Large number of 

edges)

ONAP - Parent

Storage 
nodesCompute 
nodes

VNF VMs
Storage 
nodes

Minions

VNF VMs & 
Containers

Edge clouds

ONAP – Child (Offload)
Multi Cloud Fabric 

Control
Cloud Control (VIM)Openstac
k K8S

Regional controller



OpenStack in K8S

Control Node Compute Nodes Storage Node

Carrier Grade 
Storage Cluster

Centralized, Local, or 
SAN

Linux OS + Kubelete + CNI

Nova* Neutron*

Keystone*

Glance* Cinder*

Horizon*

Linux OS + Kubelet + CNI

Nova 
Compute*

Neutron Agent*

Linux OS + Kubelet + 
CNI

OVS DPDK SRIOV

KVM – Real time

Edge

VNFs** VM

Container

Bare Metal



OVSDPDK & SRIOV in OpenStack
VNF

NonDP
VNF
DP

VNF
DP

VNF
NonDP

VF1

OVS-
DPDK

OAM
Neutron  Agents Vhost-

user

VNF
High 
DP

VNF
High 
DP

Show 2 Physical Ports
Show 1 VF to OVS-DPDK
2 VFs to VNFs.

OAM on a separate physical port.

Ethernet Port

 

SRIOV

VF2 VF2



OVSDPDK & SRIOV in OpenStack & K8S
ContainerVM

VF2

Neutron 
OVN

SRIOV

VF5

OVN CNI

 
OVN(OVS
DPDK)

VF1

 Neutron 
SRIOV  SRIOV

ContainerVM

VF3

 Calico CNI

VF4
Management 
Interface

Data Path 
Interface



§ Support Neutron OVSDPDK in Openstack Helm

§ DVR

§ QoS

§ Service Management

§ VLAN Transparency

§ Security Group

Neutron OVSDPDK Enhancement



Q & A



SRIOV in DPDK


