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MyRocks
Space and write optimized OLTP database at Facebook
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Issues in InnoDB/B+Tree database

MyRocks overview and features

Benchmarks

Migrating from InnoDB to MyRocks in production

6 Future works

Storing social graphs



Storing social graphs

Sharded MySQL database



Sharded MySQL database

Storing social graphs

Petabytes scale



Petabytes scale

Sharded MySQL database

Low latency serving queries



Low latency serving queries

Petabytes scale

Automated operations



Automated operations

Low latency serving queries



H/W trends and limitations

HDD Flash

Cost per GB Low High

Current Capacity 4-10 TB per drive 1-4 TB per drive

Read IOPS >100 < 20000

Write IOPS >100 < 10000

Write Endurance Unlimited Limited

Automated operations



Space and write inefficiency in InnoDB

Actual data storedLogical space after fragmentationPhysical space with compression alignment

Branch

Leaf

Single row modification results in entire page write



Open source LSM database

Forked from
LevelDB

Key-Value LSM
persistent store

Easier
integration

Native
compression



Compaction

Active MemTable

MemTable

WALWALWrite Request

Flush

Switch

Memory Persistent Storage

Switch

WALWALWAL

WALFile 4 WALFile 5 WALFile 6
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SST Files



Space differences between InnoDB & RocksDB

Branch

Leaf
L2

L1
L0

InnoDB RocksDB



LSM advantage
MySQL features
Easy to access

MyRocks
RocksDB storage engine for MySQL

Application

SQL/Connector

WALInnoDB WALRocksDB

MySQL

Taking both LSM advantages
and MySQL features

Fully Open Source



Atomicity
Non locking consistent reads
Read Committed
Repeatable Read
Crash safe slave and master

Logical backup by
          mysqldump

Binary backup by
          myrocks_hotbackup

Major features in MyRocks

Similar feature
sets as InnoDB Transactions Online Backup



code.facebook.com

Space Usage TPS on Flash & Disk Flash writes per query

Performance
LinkBench



Database size
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Transactions per second
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Write amplification
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On HDD workloads
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Create MyRocks Instances
without downtime

Create MyRocks instances
within reasonable time

Online data
verification

5% production on main MySQL database in one of our regions

Migrating from InnoDB to MyRocks



Migrating from InnoDB to MyRocks

reduction in storage 
reduction

50%
reduction in MySQL servers

50%



Two phase commit

Online DDL

Foreign Keys

Future work

Increasing our MyRocks
deployment in production

More features for
external use cases More documentation



Open source:
https://github.com/facebook/mysql-5.6

More info at:
code.facebook.com


