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What Is Helix?



What is Helix

e
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.. Build high available
Manage partitioned, : TRl
: Decoupling cluster and scalable
replicated and e .
- management from distributed service
distributed : .
core functionality could be so easy
resources

with Helix.

A generic cluster management and
distributed task framework
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Why Helix




Online Ecosystem
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MySQL
Backup/
Restore

Espresso : LinkedIn
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Helix based Kafka replication

Dynamic
Kafka

Topic-partitions Consumer

UReplicator worker 1

Zookeeper

Dynamic
Kafka

Topic-partitions Consumer

UReplicator worker 2

REST API

Helix

Controller

Dynamic
Kafka

Topic-partitions Consumer

UReplicator worker 3

CHINMAY SOMAN, YUANCHI NING, XIANG FU & HONGLIANG XU. UREPLICATOR: UBER ENGINEERING’S
ROBUST KAFKA REPLICATOR, Uber Engineering Blog




Data Sources Venice Cluster Application

Venice
Controller

Hadoop

Venice Venice Venice Client
Storage Node Router (Inside App)

Samza

Legend

enice Ex
nponents Com
(

—} Data flow (high volume)

Metadata flow (low volume)

YAN YAN. Building Venice with Apache Helix, Linkedin Engineering Blog



Offline Ecosystem



Front End

VR

Online

System Applications




Worker
Node

=n

Worker
Node

Vi

Worker
Node

Gobblin: a distributed data ingestion framework
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Helix based data batching system

Controller Hadoop Job

Write Data

Apache Helix (HFiles)

Apache Helix ». il =] g Terrapin Server
ZooKeeper > [ ' + HDFS DN

Read Sharding Lookups
Info (Thrift)

Java Client

VARUN SHARMA, Open-sourcing Terrapin: A serving system for batch generated data, Pinterest Engineering Blog




Rebalance Strateqy
Algorithms



What is rebalance in Helix?

Rebalancer Helix | Rebalance

Rebalance Strategy




Rebalancer Types

Customized
Rebalancer

Full Auto
Rebalancer

Semi Auto
Rebalancer

Delayed Auto
Rebalancer




Supported rebalance strategy algorithms

Greedy algorithm
Consistent hashing algorithm
CRUSH algorithm

Multi-round CURSH algorithm



Greedy Algorithm

Number of Live
Replicas Instances

Partitions

Force to
Assign




A § l'c,‘

EEVTETY

Consistent Hashing Algorithm




CRUSH Algorithm Map Structure
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CRUSH Algorithm Placement
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Multi-Round CRUSH Algorithm Placement
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Helix & Container



Kubernetes VS Docker

Combine with YAML, API Docker API but limited functions,
and clients with manual but faster setup
configuration

Load Balancing Need manually enable pods Internal load balancing any

are defined as services nodes in the cluster

Data Volumes Share data across same Shared local volumes
pod

Networking More flexible in Automatically authenticated TLS
configuration




Helix Deployment




Helix Participant Auto Scaling

Model load
Increases

Model load
decreases




Conclusion



Generic cluster
management and
distributed task
framework for
building distributed
systems.

Helix widely
_impacts

“architecture

Online/Offline
Ecosystems.

Different
RebalanceStrategy

can solve varies
problems.




Q&A

Thank you!



