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Shared file Services

of all storage sold is
for file-based
use cases

per IDC, 2012
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The Short History of Cloud File Services

File Share Service Market Trends

* OpenStack Manila: June 2013

* Microsoft Azure Files: May 2014

 Amazon Web Services Elastic File Services: April 2015

Object Storage S3 Blob & Table Storage Swift
Archival(cold) Storage Glacier Azure Backup ?
Block Storage EBS Block Blob Storage Cinder
Share File Storage EFS Azure Files Manila
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Why GlusterFS
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Manila: The OpenStack Shared File Service Program
Bringing self-service, shared file services to the cloud

m  An Open, Standard API for

self-service management &

provisioning of shared file systems.

m Vendor neutral API for provisioning u

and attaching filesystem-based

storage such as NFS, CIFS, FINANCE RSD  MARKETING =

SHARES PROVIDER HYPERVISOR

CephFS, HDFS and other network

[ FILE SHARE SERVICE OPENSTACK COMPUTE

filesystems.

Provide access to ; : . Create a new “Marketing”
Guests 1and 7 to the ) R ! file share between

existing "R&D" file share ] ; Guests 6 and 8
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Manila: Overview of Key Concepts

@ Share (an instance of a shared filesystem)
— User specifies size, access protocol, “share type”
— Can be accessed concurrently by multiple instances
@ Share access rules (ACL)
— Defines which clients can access the share
— Specified by IP in CIDR notation
@ Share network
— Defines the Neutron network & subnet through which
instances access the share
— A share can be associated with a single share network
@ Security service
— Finer-grained client access rules for Authn/z (e.g. LDAP, Active
Directory, Kerberos)
— Share can be associated to multiple security services
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Manila: Overview of Key Concepts

@ Snapshots
— Read-only copy of share contents
— New share can be created from a snapshot
@ Backend
— Logical storage pool and provider of shares
— a share resides on a single backend
@ Driver
— Vendor or technology-specific implementation of backend API
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Manila: Core Processes

» manila-api

)
* Exposes REST API ,. Tl
through WSGI . i1

» Mania-scheduler

. manila-api
* Makes provisioning
decisions for share

requests
> Manila-share

* Manager share
processes per backend

* Responsible for
communicating with
storage subsystems

Messaging Bus (AMQP)

A A
y y

manila-share manila-share manila-share
Backend Backend Backend
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Manila: Generic Share Driver

Creates a Nova instance to
offer NFS/CIFS shares

backed by Cinder volumes
— New instance is created for
each “share network”

= =

net use nova-compute

nova boot

manila create

— Connected into existing
Neutron network & subnet

— Instance flavor, source
Glance image, & SSH keypair

neutron
port-add

are configurable in \ 4
manila.conf :

[ Manlla J cinder create
— Manila creates shares in m———y
. . . M ontro a
instance using Linux
commands over SSH € Data Path
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Manila: Generic Share Driver

Pros:
— Manage both control path and data path.

— Take advantage of openstack core modules: nova, neutron and cinder.

Cons:
— It is unstable, share servers have SPOF(Single Points Of Failure) problems.

— Extra compute resources overhead.

— Compatibility issues with 3™ party neutron network plugin.

Generic share driver is a Reference Implementation driver, not applicable in
production.
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Manila: GlusterFS Share Driver

manila create
manila access-allow

Nova Compute
10111 10.1.1.2  10.1.1.3

+Sales *Marketing  *Eng
*Marketing *Eng

— /

/Gluster_Manila_Volume

/Marketing /Sales /Eng el Conitrol Path
g s R *10.1.1.3 ey Data Path
+10.1.1.2
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Manila: GlusterFS Share Driver

Using GlusterFS as the storage back end for serving file shares to the

Shared File Systems clients.

Two driver types:
» GlusterFS Native driver
— Share layout only support GlusterFS volume.
— Instances use glusterfs protocol to access shares.
— Instances directly talk with the GlusterFS back end storage pool.

— Access to each share is allowed via TLS Certificates.

» GlusterFS driver
—Two share layouts implemented: GlusterFS volume & top-level

subdirectories.
— Both of NFS ganesha & Gluster NFS supported.

— Shares can be accessed by NFSv3 & v4 protocols.

Data path is not controlled by manila GlusterFS Share Driver
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OpenStack Days




CHINA IT;’(yﬂﬂ 1=

OpenStack Days EETYETY .’

Manila: GlusterFS Share Driver

Why not GlusterFS Native driver?
» Only Glusterfs protocol access allowed

» Invasive operations to user client
 Embedding TLS Certificates
* Requirement of GlusterFS client application

» Out of band management of driver
e GlusterFS volumes are not created on demand
* Certificate setup (aka trust setup) between instance and storage backend
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Manila: flaws with GlusterFS driver

GlusterFS driver is just a Demo Implementation!

» Uncompleted implementation
* NFS Ganesha portion is semi-finished
* Without HA NFS-Ganesha cluster features

» SPOF problems
* Control path between share driver and GlusterFS cluster may be disabled
by the failure of some GlusterFS server
* Shareinstance(s) may lose control by the failure of some backend

» Lack of consistency guarantees
e Share status in DB and backend may be different
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Overview of EFS system

Manila is in contorl plane.
» Control plane

* Provider self-service Control Path
. € > Manila Services
shared file system
service
» Lifecycle of shared file I Data Path Control Path
system is controlled pa—
- > E\.
by its owner { M .
» Data plane C Thewor Data Path
ba 8008
* Provider data path to - Storage cluster

access shared file
system in storage pool
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EFS system: control plane

Manila-scheduler Manila-api

Manila-share Manila-share
backend backend backend backend

Storage cluster

Storage cluster

nfs-ganesha nfs-ganesha

i
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f Gluster volume j |
I
I
I
I
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Stnrage server Stura ge server

nfs-ganesha nfs-ganesha

\
|
|
|
I
E Gluster volume j |
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Slurage server Stura ge server
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EFS system: data plane

Overlay Gateway

Basic requirements of data
plane. Core Switch
» |dentification

* NAS servers must get “III > Overlay traffic
identities(ip addresses) Underlay traffic
from clients

» Network reachability

I | TOR Switch [ 1
e Make sure of network ~ ~
layer reachability
between clients and Overlay Switch Overlay Switch
NAS servers
WM VM VM WM
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EFS system: GlusterFS driver refactor

A production-ready driver:
» NFS ganesha cluster support

* Guarantee exportid R
uniqueness NAS driver
° Guarantee expo rt status Ma.intain share Export config
. file system Export fqr for share
consistency operation for file system
share file
» No SPOF problems e
e Multiple control paths nfs-ganesha
between diver and Storage Volume CIUS}E*? ____""m.x\ Gluster shared volume
GlusterFsS cluster ( A .
Share FS  Share FS  Share FS PP
1 2 3 e —— Shared exportconf  Export db
{
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EFS system: GlusterFS driver refactor

Share instance self-monitor mechanism

Get share fs list

per backend Periodical Self-

monitor
Share service
backend
(NAS driver)
Check|runtime
export far share fs Check export conf for
share fs
Che(?k matadata for share fs Check export db for
in backend storage l/ share fs
/ \
Share FS Share FS Share FS ! I 2 i |
1 2 3

J r Shared export conf ~ Exportdb
Storage Volume |
Giluster shared volume
nfs-ganesha

cluster
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EFS system: service continuity

Prerequisites: export status consistency in the scope of
ganesha cluster

------
.-
.

_ s s nfs-ganesha-
(_‘/ v . " ________ ,‘fml er : cluster
S eee=® )
s 4 ; aa o l
Other Network i : =
(ﬁ \ t — —CIDB
5 1

‘ iAo Yolane Storage Volume
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EFS system: GlusterFS driver evolution

New component type named share agent:

» Transfer implementation layer from share drive to share agent
» Integration with storage subsystem

» AMQP-based system instead of SSH-based control path

Manila-share
NAS driver
Maintain shar
file system Export config
Export for for share
Share agent operation for file system
share file
Share agént nfs-ganesha system Share agent
Storage Volume [ cluster Gluster shared volume
| r r I LS
ShareFS ShareFS  Share FS : | '
1 2 3 i . _— ﬁred exportconf  Export db
' 1
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EFS system: backend HA

Make sure all the shares are always under control:
» Backends status monitored by leader scheduler service
» Shares control migration within backend if failure occurrence

Manila-scheduler Manila-scheduler

Manila-scheduler Manila-scheduler
I Scheduler N election Scheduler \1 |K Scheduler N election Scheduler \1
l\ Service(peon) " Service(leader) /I l\ Service(peon) - " Service(leader) |

e — — — —

Manila-share

Manila-share Manila-share

Manila-share
v +
Backend Backend Backend Backend Backend Backend Backend Backend
. T

I I
} |
[ - -0 = |

| | Take over share fs

| | for failed backends
W N

Share FS ShareFS Share FS Share FS Share FS  Share FS Share FS ShareFS Share FS Share FS Share FS  Share FS
1 2 3 4 6 1 2 3 4
Gluster volume Gluster volume Gluster volume Gluster volume
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