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1997

Main memory reference:
134ns

u 1ins m

BEREEEEEER L1 cache reference: 23ns

EEEEEEEEEE 1,000ns = 1ps

Branch mispredict: 75ns P EEEE Compress 1KB wth Zippy:

45,000ns = 45us

B L2 cache reference: 98ns

B Mutex lock/unlock: 377ns

EEEEEEEE™™ Send 2,000 bytes over
commodity network:
181,000ns = 181ps

L SSD random read:
18,000ns = 18us

= Read 1,000,000 bytes
sequentially from
memory: 760,000ns =
760us

Round trip in same
datacenter: 500,000ns =
500ps

1,000,000ns = 1ms = ®

ERNEENEEEE pead 1,000,000 bytes
sequentially from SSD:
13,000,000ns = 13ms

EERNEEEEEE sk seek: 13,000,000ns
~ 13ms

Read 1,000,000 bytes
sequentially from disk:
80,000,000ns = 80ms

m Packet roundtrip CA to
Netherlands:
150,000,000ns =~ 150ms
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L1 cache reference: 23ns

Branch mispredict: 75ns

L2 cache reference: 98ns

Mutex lock/unlock: 377ns

1ins

L1 cache reference: 1ns

Branch mispredict: 3ns

L2 cache reference: 4ns

Mutex lock/unlock: 17ns

100ns = m

wmmnmna 1,000 = 1p5

“IIII Comress 146 wh Zipy.
50000 ~ 4545
i

frio

] Main memory reference:
100ns

EEEEEEEEEE 1,000ns = 1ps

EEEmmmmmmm Compress 1KB wth Zippy:

2,000ns = 2us

B 10,000ns = 10ps = ®

BEBEREEEE Pocket roundirp CA to
etheriands:

SEEESEERE 100000~ 1soms

1 Send 2,000 bytes over
commodity network:
4,000ns = 4us

L L] SSD random read:
17,000ns = 17ps

Read 1,000,000 bytes
sequentially from
memory: 60,000ns =
60us

Round trip in same
datacenter: 500,000ns =
500ps

1,000,000ns = 1Ims = m

Read 1,000,000 bytes
sequentially from SSD:
987,000ns = 987us

Disk seek: 6,000,000ns =
6ms

Read 1,000,000 bytes
sequentially from disk:
5,000,000ns = 5ms

Packet roundtrip CA to
Netherlands:
150,000,000ns = 150ms

om
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u 1ns [ ]

] L1 cache reference: 1ns

EEEEEEEEEE 1,000ns = 1pys

LU L Branch mispredict: 3ns
muE L2 cache reference: 4ns
EEEEEEIEEE \ytex lock/unlock: 17ns

100ns =m

1ns - Main memory reference:
134ns

J** Send 2,000 bytes over SEPees===" Read 1,000,000 bytes
commadity network: sequentaly from SSD:
181,000ns ~ 18145 13,000,000ns = 13ms

L1 cache reference: 23ns 1000ms = 135

D random read:
18,0005 = 1805

Branch mispredict: 75ns

o]
' L2 cache reference: 98ns

Compress 1KB wth Zippy.
45,0000 » 455

same Packet roundtrip CA to
datacenter: 500,000 = Netheriands:

3,000,000 = 1ms = =
Mutex lock/unlock: 377ns

Main memory reference:

mmm Compress 1KB wth Zippy:
2,000ns = 2us

10,000ns = 10us = m

BRI D) seek: 13,000,000
T3ms

2222 150,000,000ns = 150ms

Send 2,000 bytes over
commodity network:
125ns

SSD random read: Ll

16,000ns = 16us

Read 1,000,000 bytes m
sequentially from
memory: 6,000ns = 6us

Round trip in same
datacenter: 500,000ns =
500ps

m 1,000,000ns = 1Ims =™

. 1ns [ Main memory reference:
100ns

[l L1 cache reference: 1ns ammmmEmmEE 1,000ns ~ 1ps

- i .
Branch mispredict: 3ns 8 Compress 1K wth ZIppy:
2,000ns = 2us
— L2 cache reference: 4ns
0,000ns = 10us = ®

BEREREEF"™ Mutex lock/unlock: 17ns

E I1onns=-

Read 1,000,000 bytes
sequentially from SSD:
98,000ns = 98us

Disk seek: 3,000,000ns =
3ms

Read 1,000,000 bytes
sequentially from disk:
1,000,000ns = 1ms

Packet roundtrip CA to
Netherlands:
150,000,000ns = 150ms

' Send 2,000 bytes over ] Read 1,000,000 bytes
commodity network: sequentially from SSD:
4,000ns = 4ps 987,000ns ~ 987us

L] SSD random read: mam—— Disk seek: 6,000,000ns ~
17,000ns » 17ps 6ms

wEmm—— Read 1,000,000 bytes mum=— Read 1,000,000 bytes
sequentially from sequentially from disk:
memory: 60,000ns ~ 5,000,000ns & 5ms
60ps

Packet roundtrip CA to
Netherlands:
150,000,000ns % 150ms

Round trip in same
datacenter: 500,000ns &
500us

1,000,000ns = 1ms = &
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DATA VOLUME

2020: MORE THAN 1/3
OF THE DATA PRODUCED
WILL LIVE IN OR PASS

. ) THROUGH THE CLOUD.
I size of Total Data I Enterprise Created Data

- Enterprise Managed Data

1.2ZB
.967B
.36ZB

.79z8
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DATA DISTRIBUTION
Africa (383 million) Asia (327 million)
Nigeria Democratic .
86M Republic naila
of Congo 2 1 8 M
Tanzania
22M
Etthpla i ' Rwanda |Angola |cCameroon
20.4M 6.7M 6.4M 5.8M Chlna Bangladesh Philippines c
55.1M 18.4M 11.4M §
Madagascar ° SO s [Euhea e lome : S <
17.9M I ep. Indonesia Pakistan L
, . 24.7M 12.7M 2.9M
Zimbabwe Congo |Guimea Nepal

2.6M 1.6M 2M

Mozambique : '
i Liberia LLesotho|gambia C | b M Papua
15.9M 50w e s T (BRI e
R AEACEEIE = 9 oM Venezuela -- ."

South America 19M North America (13M) Europe (0.7M)
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] 1ns

] L1 cache reference: 1ns
nmm Branch mispredict: 3ns
LUl L2 cache reference: 4ns
EEDBERNmEE \vytex lock/unlock: 17ns

[ L[ [T T TTTT] 100ns = W

| Main memory reference: Send 2,000 bytes over
100ns commodity network:
125ns
EEEEEEmEEE 1,000ns = 1ps
L SSD random read:

16,000ns = 16ps

B EEEEE Compress 1KB wth Zippy:

2,000ns ~ 2ps I Read 1,000,000 bytes

sequentially from

B EEEE 10,000ns % 10us = ® memory: 6,000ns = 6us
]

]
H
H Round trip in same
datacenter: 500,000ns =
" 500us

1,000,000ns = 1ms = ®

Read 1,000,000 bytes
sequentially from SSD:
98,000ns = 98pus

Disk seek: 3,000,000ns =
3ms

Read 1,000,000 bytes
sequentially from disk:
1,000,000ns = 1ms

Packet roundtrip CA to
Netherlands:
150,000,000ns = 150ms
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Two independentparts A B

Original process I |
Make B 5x faster [ |
Make A 2xfaster _
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STRATEGY

e Preload
e Lazy Load
e Batch
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STRATEGY

Make sure the software can handle the
expected load over a long period of time

|dentify breaking point of an application

Performance

Check performance under varying
data volumes

Load

Testing

|dentify performance bottlenecks
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e QA or Test Env
e Setup Alert
e Generate Reporting

y
May 20 June 3 June 17 Ju i Jul 15

Bl Before B After

Homepage Login FileService Orders Calendar  IE 11

Comparison before / after the July release
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MONITORING

L

Google Analytics

Nagios’

N "‘t’;" . .
- % elastic
dynatrace
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TESTING

§ APACHE

Lo@=ting  / JMeter” T The rinder
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KNOWLEDGE

Sharing Performance tuning Experience
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KNOWLEDGE

Sharing Performance tuning Experience Loading Test Workshop
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TASKING & PRIORITY
‘ 3.. Preparat/op
L5 Tingef of virtual machines -Urgency: Severity of the task, eg. the
k urel an of load testin : S
e . I+ Plan of load testing perceived timing of end users
‘ 4. new deployment structure (@l *Importance: The indicator of the
e 2 Womiorng usage of the scenarios / the output of
v the tasks
S
2 ‘ - Size: the relative effort to play the

/. Feature

Urgency

specific task

- Color Indicators: Blue -> Todo task,
Purple -> Ongoing task
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Issue detected
before QA environment

45% percentage of performance defects
were detected from local / QA environment.

hot fixes

Monitor and eliminate
the critical ones at earlier

2 performance defects are deployed
as hot fix. for the most of the
performance enhancement (11) were
deployed along with the specific
release.

Most are related
to the volume and data distribution

The preparation of the large data set will be
one of the main focuses.
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o XSS
e Data Leak
e Firewall Rule
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